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Preface

Building High-impact Machine Learning / Artificial Intelligence solutions is intended for
several types of readers:

e Data science developers (data analysts/scientists) who will create the data science
solutions using data,

e Data science professionals who manage data science teams or data science projects,
e Aspiring data scientists who want to learn more than just the techniques,

e Anyone interested in learning the hows of building great solutions and the whys
in making the multiple choices in data science solution building.

A key difference between this book and the others in the market is that this book provides
a holistic view on data science problem solving. Throughout, the book keeps reminding
that business impact and utility are paramount and reminds the learner to be pragmatic
in their approach. The book approaches data science solution building using a principled
framework. Machine learning model building is one of the many steps in the framework,
and this book treats it accordingly. The book will teach what optimization means at each
step. Whether it is problem formulation or hyper-parameter tuning for deep learning
models, this book provides frameworks and case studies, with extensive hands-on
wherever possible.

This book is not focused on the algorithms for building solutions and is not a replacement
for algorithm focused books. The book will however provide you enough intuition,
functional information, and references to help you make even complex deep learning
models. Using this book you will create complex models without implementing the
detailed mathematical operations yourself. Instead, you will use abstractions and helpful
libraries wherever possible to create clean and simple code. In the later chapters, the book
will even teach you how to use transfer learning for using readymade ML and Al models
as a part of your solutions. You do not need extensive coding experience for machine
learning, the book will guide you step-by-step and provide code and explanations.

With this book, you will be able to approach a ML/AI solution in a systematic way,
optimizing each step of the solution building process. You will thus be able to create
high impact, high value machine learning/artificial intelligence solutions — which is the
ultimate goal of every data science professional.
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Chapter 1: Optimizing a Machine Learning /Artificial Intelligence Solution — introduces
some core concepts and sets up the foundation for our journey together in this book. It
provides an overview of machine learning, followed by addressing the various practical
challenges in machine learning. It introduces some key ideas which will be expanded on in
the later chapters. It is crucial to distinguish between simply making a model and carefully
designing an end-to-end solution to the business problem. A framework to approach such
end-to-end solutions is introduced and the chapter will point to the chapters in the book
that help you optimize the solution at each step highlighted in the framework, to ultimately
develop a truly optimized machine learning/ artificial intelligence solution.

Chapter 2: ML Problem Formulation: Setting the Right Objective — discusses perhaps the
most important step in any data science project that involves machine learning problem
formulation. A problem can be formulated in various ways employing different solutions:
machine learning or not. Further, there are multiple possible ML approaches. Making
these decisions is not a trivial matter. The chapter also highlights the important of aligning
the model objective with the business objective for achieving maximum impact.

Chapter 3: Data Collection and Pre-processing — addresses a basic reality in the ML/ AI
space — that the sophistication level of the technique is irrelevant if the input data is poor.
The chapter explains the various factors that influence the data collection process and how
you should tackle associated problems. A principled approach is introduced that helps
you optimize the entire pre-processing process as a pipeline, with the help of a case study.

Chapter 4: Model Evaluation and Debugging — teaches model evaluation in the context
of solving business problems. Learn various considerations that make a model better than
another. The chapter introduces metrics for model evaluation, classification, and regression
problems. Learn a principled way to diagnose and debug models to identify the cause of
poor performance, along with approaches to handle underfitting and overfitting.

Chapter 5: Imbalanced Machine Learning — shows how to tackle one of the most common
and challenging problems in machine learning/ artificial intelligence. The chapter explains
how imbalance impacts model evaluation and teaches how to diagnose issues due to
imbalance. Apart from introducing better metrics for evaluation, it also introduces multiple
approaches to tackle imbalance. Learn using several types of under/over sampling
techniques to balance the dataset better for a more optimized machine learning solution.

Chapter 6: Hyper-parameter Tuning — is dedicated to the process of finding the best set
of settings for the model, i.e., hyper-parameters, to get the best generalized performance.
The chapter covers the key considerations in defining best and proceeds to demonstrate
multiple automated approaches to searching for the best hyper-parameters — from
exhaustive methods like grid search to approaches like Randomized search.
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Chapter 7: Parameter Optimization Algorithms — provides a good understanding of
mathematical optimization, the core of machine learning/artificial intelligence models.
The chapter contextualizes optimization for machine learning and discusses aspects that
make optimization for machine learning unique. It then teaches a general, principled
approach to solving optimization problems for classical machine learning and explains the
variations developed for deep neural networks. The chapter helps you make important
choices in optimization, like loss functions and optimization algorithms, to maximize the
performance of the model.

Chapter 8: Optimizing Deep Learning Models — focuses on optimizing neural networks.
Like with classical machine learning, hyper-parameter tuning is a key step for optimizing
deep neural networks as well. The chapter focusses on the simple fully connected
network architecture for these concepts and the accompanying case studies. In addition to
automated hyper-parameter tuning for deep neural networks, the chapter will introduce
several techniques to improve model performance, like data addition, data augmentation,
ensembling, regularization, and injecting your domain knowledge via manual features.

Chapter 9: Optimizing Image Models — dives deeper by teaching optimization of
deep learning models for image tasks. This chapter teaches concepts, architectures and
parameters that are unique to Image models and then demonstrates how to optimize these
using TensorFlow 2.0. The chapter discusses the design approach used in various popular
model approaches and teaches you to implement your own versions of VGG and ResNet
models. It teaches how to effective use regularization using multiple approaches - dropout,
data augmentation, and the powerful batch normalization technique, ending with some
general guidelines for designing deep learning models for image tasks.

Chapter10: Optimizing Natural Language Processin Models—continues the deep learning
deep dive by focusing on NLP models. The chapter introduces the peculiarities of natural
language data and teaches handling them by appropriate text pre-processing and data
representation (using embeddings). The chapter details the recurrent and architecture and
the transformer architecture with hands on case studies. In addition to hyper-parameter
tuning for NLP models, the chapter shares tricks like using 1D convolutions and pre-
trained embeddings (a prelude to transfer learning).

Chapter 11: Transfer Learning — teaches you how to stand on the shoulders of giants and
benefit from the excellent work done by the ML/ Al community. The chapter explains the
different types of transfer learning and how they are helpful in modern machine learning/
artificial intelligence, highlighting both the benefits and limitations of it. The chapter
demonstrates the usage of a SOTA model out of the box and eventually how to fine tune
it for better performance. Transfer learning is slightly different for image processing and
NLP tasks. The chapter will employ multiple SOTA models for both image and NLP tasks,
employing popular libraries.
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CHAPTER 1

Optimizing a Machine
Learning /Artificial
Intelligence Solution

Introduction

This chapter will provide an overview of Machine Learning (ML), followed by addressing
the various practical challenges in machine learning. This chapter will introduce some key
ideas which will be expanded on in the later chapters. We will make the crucial distinction
between simply making a model and carefully designing an end-to-end solution to the
business problem. We will learn about a framework to approach such end-to-end solutions
learn what it means to optimize at each step, and ultimately develop a truly optimized
machine learning /artificial intelligence solution.

Structure

In this chapter, we will cover the following topics:
¢ Case study
e Understanding machine learning
* Machine learning styles
e Challenges in ML/ Al
o Poor formulation

o Invalid assumptions
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2 Optimizing Al and Machine Learning Solutions

Data availability and hygiene
Representative data (lack of)
Model scalability

Infeasible consumption

©c O © o ©O

Misalignment with business objectives

e ML/AI models vs. end-to-end solutions

e CRISP-DM framework for solution development

e Optimization at each step of solution development
Business understanding

Data understanding

Data preparation

Model building

Evaluation

© O © O © O

Deployment

e  Conclusion

Objectives

In this chapter, we will take a good, holistic look at the field of machine learning. This
chapter will introduce some key ideas which will be expanded on in the later chapters. We
will make the crucial distinction between simply making a model and carefully designing
an end-to-end solution to the business problem. We will learn about a framework to
approach such end-to-end solutions and learn what it means to optimize at each step, and
ultimately develop a truly optimized machine learning / artificial intelligence solution. The
various examples and case studies in this chapter will make the ideas concrete.

Consider this chapter as the gateway — where you get an overview of the steps in creating
high-impact, optimized machine learning/artificial intelligence solutions. Each of the
steps/ideas we discuss in this chapter will be dealt with in detail in the chapters that
follow.

Case study: Text deduplication for online
fashion

Consider a data scientist working at the online fashion giant Azra Inc., to make the product
detail page most helpful to the shopper. The product page contains detailed information
about the product, including ratings, reviews, and questions that users ask about the
product. The user questions section is of particular concern. There is a severe duplication
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of questions. Users are asking the same question with minor variations in language. For
example, Is the material durable? can be considered a duplicate of Is the shirt durable? Due to
this, a few common questions are suppressing the visibility of other useful questions and
their answers, withholding useful information from users, and affecting product sales. The
task for the data scientist is to use their ML/ Al expertise to identify duplicate questions as
shown in Figure 1.1:

“Is the shirt durable?” \

ML Duplicate?
m Model 0/1
/

“Is the material durable?”

Figure 1.1: Deduplication using supervised classification

The data scientist formulates this as a supervised classification problem, as illustrated in
Figure 1.1, using a deep learning model for text classification. This makes intuitive sense as
we expect deep learning methods to shine in such situations. Using the latest transformer
architecture should solve this, right? Unfortunately, in this case, the project was stopped
after about 3 months of effort. The reason was a lack of sufficient labeled data.

For the text deduplication task, using a transformer architecture would require at least
a few thousand pairs of questions labeled. The problem is labeling tens of thousands of
question pairs. Manual labeling would take time and solid guidelines for the labelers so
that their labels are in agreement. This is an expensive and time-consuming approach.
This logical approach failed because of a presumption of data availability. The solution
that eventually worked used an unsupervised clustering approach. The lesson is that
improper problem formulation and presumptions can spell disaster for a ML/ Al solution.

For success in ML / Al solutions, there are various considerations and decisions at various
steps that need to be optimized; this is why data science projects fail. Before we discuss
those, let us take a step back. Let us establish the understanding of machine learning that
we will employ throughout this book. It is imperative that we take a holistic look at what
ML is and more importantly, what it is good for, and how to make it work.

Understanding machine learning

Our modern, data-driven world seeks to make decisions based on data insights to
increasingly employ machines to perform repetitive tasks, drive cars, diagnose patients,
allocate ads, recommend connections and songs, summarize news, etc. If data is oil in this
new world, machine learning is the closest thing we have to the engine of this machinery.
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Machine learning is the process that makes it possible to learn patterns from the provided
data. The patterns learned by the machines can then be used to make some estimations/
predictions.

The outcome of the pattern learning process is often a mathematical model, capturing how
the output relates to the input. The process of learning is also often referred to as model
building or data mining. Figure 1.2 illustrates this process. The historical data is input into
the data mining/ model building process. The model-building process learns the patterns,
which are expressed as a machine learning model. This model captures the relation
between the inputs and the output and can therefore be employed to make estimations/
predictions. Depending on the technique employed, the model could be simpler and easily
interpretable (e.g., a simple decision tree, or a linear regression equation), or a complex,
hard-to-interpret from a deep neural network (complex series of matrix multiplications)
that requires additional effort in post hoc explanations.

Note: Data mining is a broader term that encapsulates the entire process of building a
machine learning solution from data, the end-to-end process. Model building is merely
one part of this process. We will discuss this in detail later in the chapter in the section
titled CRISP-DM Framework.

Historical data

ining/
----- E/IacEZel\lnll)Tirllging

E:> oa MYI. ﬂ?sel

Figure 1.2: Machines learning patterns from data

Machine learning styles

Let us now learn how to make machines learn the relevant patterns. We will have to make
several decisions. For instance, we need to decide if we want to provide feedback and if
yes, how to do that. We must define the kind of estimations that the machine needs to
make. We need to define whether the model would be used to make predictions for the
future or to uncover some patterns to aid human decision-making. Also important is to
define the kind of data we input into the model. The specific solution depends on these
considerations, but over the decades we have arrived at broadly three different machine
learning styles, as illustrated in Figure 1.3:
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(Data with labels) (Data without labels) (States and actions)
Input Input Input

Reinforcement

Unsupervised

Supervised learning learning

learning

Reinforcement
signal

b
Critic Critic
Qutput Qutput Qutput

(Mapping) (Classes) (State/action)

Figure 1.3: Machine learning styles

Supervised machine learning

A key feature of supervised machine learning is that the data provided to the model
contains the target as well. The input data comprises the features and the target, as shown
in Figure 1.4. The features contain the information that will be used to predict the target.
For using the model in the future, the input features will be available to us and will be
used to predict the target. The machine learning process learns to predict the target using
the input features, as illustrated in Figure 1.4:

Supervised Unsupervised

Features Target Features

a e || xo B a x| . xn

Figure 1.4: Input data for supervised vs. unsupervised ML

Figure 1.4 illustrates how the supervision is done. The modeling technique sees the true
target values (often called labels) and their predictions, compares them using a notion
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