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Preface

As the title of the book suggests, this book is intended to enable readers from
different backgrounds to make a tangible Al application, which can be deployed
on the edge on off-the-shelf platforms such as Arduino or TinyML board. The
focus of this book is on the practical aspects of AI deployment. The journey of Al
deployment from demo quality to production grade is not easy. We have taken
a realistic example to show the pitfalls and given ideas on how to overcome the
roadblocks.

While the focus of the book is on the practical side, the book also provides a good
academic background as well. The field of Al is evolving and it is not practical to
have one comprehensive book on all the topics, but we have given insight into
some of the advanced topics of the AI field.

Deployment of Al on the edge will require some hardware. For cost effective
deployment, it is expected that companies will develop their unique hardware.
However, for getting started, there are several hardware boards available from
websites such as Digikey or Amazon. Readers can buy this type of hardware in the
range of $35-$100.

This book is divided into 9 chapters. Each chapter description is listed as follows.

Chapter 1: Introduction to AI - will show a continuum of traditional code-based
solution and Artificial Intelligence based solution. It will show where an Al based
solution will be suitable and how to approach the solution.

Chapter 2: Traditional ML Lifecycle — will cover how machine learning is different
from classical methods, introduction to traditional ML life cycle, performance
metrics, and the basics of deep learning (DL) and different DL algorithms. It also
covers transfer learning. We will discuss several tools, libraries, and frameworks
for developing and deploying ML models on various embedded devices and
microcontrollers. We also cover the differences between learning and inference,
ML model deployment and inferencing on different hardware platforms and their
comparison at various deployment levels.
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Chapter 3: TinyML Hardware and Software Platforms — will cover CPUs,
GPUs, Raspberry Pi boards, TPUs, and Data Center Servers. We will also look at
TinyML compatible microcontrollers and Raspberry Pi boards. We then focus on
TinyML's hardware boards and software platforms for machine learning. We will
discuss important software platforms, data engineering, and model compression
frameworks.

Chapter 4: End-to-End TinyML Deployment Phases — will discuss embedded
machine learning's (EML) basics, characteristics, and examples. Next, we will
also explore EML's building blocks, pros and cons, and how to run an ML model
on microcontrollers. We will discuss Edge Impulse and Arduino IDE platforms,
their pros and cons, and how to use different hardware boards with them. Data
collection from sensors and the different platforms will be covered. We will cover
data engineering, model training with Edge Impulse, optimization, and inferencing
for model deployment on TinyML hardware platforms.

Chapter 5: Real World Use Cases — will cover various use cases of the TinyML
deployment. The chapter categorizes these deployments in seven categories.
However, many applications overlap multiple categories. These applications just
show the tip of the iceberg because we just got started. Over the next few decades,
we are expecting an explosion of TinyML deployment. These examples are
provided just to ignite the creativity of the reader, so that they can lead innovation
and deploy Al solutions which do not exist today.

Chapter 6: Practical Experiments with TinyML - will utilize Arduino IDE for
TinyML hardware experimentation. We will collect sensor data using the TinyML
board, clean the data for the practical experiment (Air Gesture Digit Recognition),
upload it to the Edge Impulse platform, train and test the model with Nano RP2040
board sensor data. Finally, we will download the Edge Impulse inference model
and test it on the RP2040 using Arduino IDE to evaluate performance.

Chapter 7: Advance Implementation with TinyML Board — will deep dive on
specific hardware accelerator chips, which provide Al specific computation at
a fraction of cost and power relative to microcontroller-based architecture. The
development boards are readily available on these hardware accelerator chips
where readers can deploy an Al solution. The power of the entire solution can run
from batteries months to years. The chapter describes the entire flow of deployment
in a few easy steps on the readily available Edge Impulse software platform.
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Chapter 8: Continuous Improvement — will cover topics in improving the
accuracy of the Al solution. Al is a data driven flow where the accuracy depends
on the data. This chapter takes a deeper dive into a keyword detection application
to demonstrate how to curate the data and improve the performance to take the
solution from demo to production quality.

Chapter 9: Conclusion — will provide the conclusion of various aspects learned in
the earlier chapters. This is an introduction book on AI and there are many topics
which will require many more books. Some of those topics are mentioned in this
chapter to ensure that the reader knows there is more to Al than what is covered
in the book.
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CHAPTER 1

Introduction to
Al

Introduction

Artificial Intelligence (AI) today has touched all our lives without us realizing it.
You may have used Siri, Alexa or Google Assistant. Did you ever wonder how it
understands speech? During international trips, one often sees facial recognition in
action, in airports. It used to take a lot of time for airline agents to check passports,
but now, it is as easy as simply walking through a door. This door opens only when
facial recognition is done and matches the passport. When people are sick and
cannot type on their phone, all they need to do is use the voice assistant that comes
along with all smartphones nowadays.

Al has become an integral part of many organizational ecosystems, not just at
the consumer levels, which has brought forth many benefits such as increasing
efficiency, and automating multiple tasks, while reducing installation and setup
costs. For example, most machines which were installed in the last several decades,
have an analog display. To replace all the monitors with digital meters is a nebulous
task. Now, an image detector is placed on top of these displays, which can recognize
the position of the needle and interpret the measurement in digital form. The
information can be sent to the master control room via wireless protocol, such as
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Wi-Fi, Bluetooth, Long Range Radio (LoRa) or even Narrow Band IOT (NB-IOT).
Refer to Figure 1.1 for an illustration of the same:

1 o

w

Installed analog meter Camera + Al system Digital meter

Figure 1.1: Transforming analog to digital with Al

Structure
In this chapter, the following topics will be covered:
e Artificial Intelligence
e Continuum of code writing and artificial intelligence
¢ Changing the paradigm
e Neural Network
e Machine Learning
e Intelligent IoT System vs. Cloud based IoT system
o Arduino Nano 33 BLE Sense board
o TinyML and Nicla Voice board

e TinyML Ecosystem

Key applications for intelligent IoT systems

Objectives

By the end of this chapter, the reader will be able to relate what Artificial Intelligence
has to offer. They will be familiar with the common lingo needed to bring an idea
utilizing Al to a real system. Readers who are already doing firmware and software
programming for the IoT devices can relate how their work will change when they
plan to apply Al in their system. A concrete example is presented which shows
where traditional methods will reach their limitations and AI deployment will be
an easier path.
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Artificial Intelligence

Theintelligence demonstrated by computer systemsis termed as artificial intelligence
(Reference Al), as compared to natural intelligence demonstrated by living beings.
The term intelligence could be controversial because as of today, the demonstrated
capability of machines is still nowhere close to human intelligence. For this book, we
will use the work Artificial Intelligence in the context of computers solving unique
problems, which otherwise is not practical to solve with traditional code writing.

Continuum of code writing and artificial
intelligence

It is expected that the reader is familiar with writing computer code. It can be
argued that the problem which artificial intelligence solves, can also be solved with
traditional computer code writing. However, the purpose of this book is to show that
sometimes, seemingly simple problems could be very difficult to solve by traditional
code writing. To appreciate the value of artificial intelligence, a hypothetical problem
is posed here. Let us say an image of 200x200 pixels could contain a single line or
could contain a circle. To simplify, let us assume the image is only of white or black
color, as shown in Figure 1.2:

(-100,100) | (100,100} (-100,100) (100,100}

(-100,-100) (100.-100)  (-100,-100) (100,-100)

TN

Figure 1.2: Image containing single line or circle

Exercise
Follow the given steps to perform the exercise:

1 Generate a 200x200 matrix with (0,0) points as origin, with value 0
(representing white space) or 1 (representing a dot in the curve).
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Make multiple instances with lines of slope, ranging between +/-1 and y axis

intercept of +/-50, as shown in Figure 1.3:

(-100,100) (100,100) (-100,100) (100,100)
(-100,-100) / (100,-100) (~100,-100) (100,-100)
(-100,100) (100,100) (-100,100) (100,100)
(-100,-100) (100.-100)  (-100,-100) (100,-100)

Figure 1.3: Instances with lines of different slopes and y intercepts

Similarly, make multiple instances of circles which fit completely within the
image. Choose circles with radius of 10 to 100 and center within +/-50 units
of (0,0) coordinate, as shown in Figure 1.4:

(-100,100) (100,100) (-100,100) (100,100)
\\_/ U

(-100,-100) (100,-100)  (-100,-100) (100,-100)

(-100,100) (100,100) (-100,100) (100,100)

(-100,-100) (100.-100) (-100,-100) (100,-100)

Figure 1.4: Instances with circles
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4 Then, write a code with traditional logic and classify if this is line or circle.

5 Now extend the code to determine 0-9 digits in 28x28 pixels, using MNIST
data Reference MNIST, as shown in Figure 1.5. If it takes more than a month
to write a code to successfully recognize over 90% accuracy, then the user will
appreciate the advances in artificial intelligence. The artificial intelligence
methodology can find a solution with over 97% accuracy in much shorter
coder’s time. Please refer to the following figure:

/22 H 3] é
V(23] #4116
V(2] 3 M] 5] 6
L (21341516
212 Fl 5] e] |2

< (MINN
| (2] (S| |%] ™

Figure 1.5: Sample images of MINIST dataset

In an artificial intelligence flow, the code is written once without analyzing a
particular problem. The code uses already compiled libraries. Tensor flow library
which is developed by Google is one such library. The user can scale the model
with thousands to billions of variables which are also known as parameters. These
variables are optimized during a process which is termed as a training aspect of
machine learning. Thousands of data sets are required to train the system. Once
the parameters are optimized, the test patterns are fed, and the classifications are
checked. The test patterns are not part of the training set.

Changing the paradigm

As you may have noticed, code writing is automated at the expense of needing a lot
of data for training. As the problem becomes more convoluted, it is not easy to write
a traditional code even by a seasoned engineer. Writing a software which determines
a face may be trivial to a seasoned engineer. However, writing a software which
determines the age of the person without obvious clues, such as facial hair, is not
trivial.

If the data is governed with simple laws or rules, then it is hard to justify use
of artificial intelligence flow. For complex and obscure problems, such as age
recognition, artificial intelligence is well suited.
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Readers may be curious to know how Al programs are written. Let us consider the
program which can distinguish between lines and circles, and then make it a more
realistic problem where not all the points are strictly following one line or a circle.
Let us consider the input image as shown in Figure 1.6:

(-100,100) s (100,100) (-100,100) (100,100)
@
. :. hd
L] F " [ ] 1°° ° :
A .' L] :.r L] 't. .
: d .ﬂ_' ': .
L ]
.. ‘ .. L] L] '.
'. = .. . o L]
L .l o L) .
. .: * .-.. -'l.-
'Y L) . ' " 00
L ] ¢ 40
(-100,-100) 2 (100,-100) (-100,-100) (100,-100)

Figure 1.6: Input image where points do not follow one line or circle

As we know, it takes two points to define a line and three points to define a circle.
Thus, we could use the same logic to define a line or circle, using specific chosen
points. However, that will not be utilizing all the information, and results will also
be different if different points are chosen, as shown in Figure 1.7:

(-100,100) T (100,100) (-100,100) (100,100)

{-100,-100) (100-100)  (-100,-100) (100,-100)

Figure 1.7: Multiple lines or circles can be estimated if only subset of the points used

For arobust solution, statistical regression methods should be used, which minimizes
root mean square distance of all the points. All the data provided will be used, thus
providing a robust solution. Figure 1.8 illustrates the best fitting curve which is not
dependent on few points but all the points:
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(-100,100) (100,100) (-100,100) (100,100}

(-100,-100) (100,-100)  (-100.-100) (100,-100)

Figure 1.8: Using regression method to find best fitted line and circle

As you know, a line is specified as
Y=mX+c

where parameters, m and c are slope, and y intercept of the line respectively. Similarly,
a circle can be written as

(X-X0)N2+(Y-Y0)"2= 12

where three parameters, Xo,Yo and r define the circle. (Xo,Yo0) is the origin of the
circle and r is the radius.

We can extrapolate to have several parameters to define a complex shape. The
function can be defined with a set of multivariable linear equations which go through
a non-linear function. We can cascade such linear and nonlinear functions to form a
complex function.

To solve a generalized problem pattern recognition, the study of the biological brain
has inspired a new type of processor. A biological brain contains many neuron cells
which are connected to each other, making a network. It is believed that electrical
signals pass through the neurons and eventually interpret a pattern. This processor
is named as a neural network which indicates its origin. Let us look at the neural
network and how it resembles the biological brain.

Neural Network

Most of us can guess people’s age at a glance within reasonable accuracy. It comes
effortlessly because this is how our brain works. Scientists got inspired from the
anatomy of the biological brain, which is made of neurons. Neurons relate to multiple
other neurons, which may seem a random connection. However, as the signal passes
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through these neurons, living beings can make rational decisions. Refer to Figure 1.9
for an illustration of the biological neuron:

Dendrite Synaptic
/ _— terminal
Nucleus

Axon

Figure 1.9: Illustration of a biological neuron

Figure1.10showshow multiple neurons are connected, thus forming aneural network.
The bond between two neurons is called synaptic bond. It is believed that these
synaptic bonds are being made over time. The synaptic bonds could have different
connection strengths which would pass proportionate information. However, it may
notbe obvious how the simple connection between neurons suddenly would possess
intelligence. A mathematical model made on similar principals are developed and
that forms the basis of artificial intelligence. Please refer to the following figure:

Presynaptic
neuron
@ Synaptic bond
Postsynaplic
neuron

S

\ ey
D\R:\\ ) 4’,”//

O\ A @
® \V/
Synaptic bonds

R

O

Figure 1.10: Illustration of a biological neurons forming neural networks with synaptic bonds
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In a mathematical representation, the neuron simply sums the signals coming
through the synaptic bonds and passes the signal to the next neuron. Figure 1.11
draws a parallel between the biological neural network to a mathematical neural
network. It shows how mathematical neurons are mimicking a biological neuron
and how synapse connections are replaced by wights:

@ %
X,
[ ]
© w,
o ()
W2 /_}
™ out =
W, S,
@
@ )(3
X,
X,
Xy

Figure 1.11: Parallel between biological neuron and mathematical neuron

After several tries over the years, many structured networks have been developed.
The easiest network is defined as a fully connected neural network which is also
termed as Dense Neural network. In a fully connected neural network, all inputs are
applied to all neurons. The weight of the neuron is equivalent to the strength of the
biological neuron. If there is no connection between two neurons, then the weight
can be 0 in a mathematical neuron.

If one parameter is equated to one synapse of the human brain, then it is estimated
that it will require several hundred trillion of parameters (reference Trillion). Let us
approximate the number of parameters to be 1000 trillion parameters Assuming a
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typical RAM of a computer is 8 Giga Bytes, a human brain is equivalent to 1,25,000
of such laptops. A typical data center can have 1 million to 10 million servers, which
can be shown to have more capacity than one human brain. So, as of today, it is not
impossible to mimic the human brain in a data center. It will be a while before full
emulation of human brain will be economical and widely used.

However, the number of parameters used in artificial intelligence is growing at an
exponential pace. A linear-log plot shows how the number of parameters has grown
since 1952 to today, as shown in Figure 1.12:

Parameter count of ML systems through time

Domain
Games
01 Language
& . Other
* 2 < Vision

Parameters
N iy

Publication date

Modlel size of popular new Machine Learning systems between 1954 and 2021, Includes n=139

datapoints. See expanded and interactive version of this graph here.

Figure 1.12: Model size of popular new Machine Learning systems between 1954 and 2021.

Evenin thelinear-log curve, the plotlooks exponential towards the end, showing that
the growth is faster than mathematical exponential growth. As of today, the highest
parameter neural model in Google search shows a 175 billion parameter model,
named as OpenAl LLC’s GPT-3 natural language processing model (Reference
GPT3). This model still is only 1/5000 of the human brain.

It is not sufficient to just have a neural network to recognize a pattern. Even in the
biological world, it takes years to train the brain. Similarly, a neural network needs
to be trained. As mentioned earlier, a neural network is defined with parameters.
The parameters are like variables which are placeholders for a number. For different
applications, the numbers will be different. The process of finding a set of these
numbers comes under machine learning. Let us take a deeper look at how machines
learn.
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